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ABSTRACT

With the proliferation of sensor-rich mobile devices, crowd sensing
has emerged as a new paradigm of collecting information from
the physical world. However, the sensory data provided by the
participating workers are usually not reliable. In order to identify
truthful values from the crowd sensing data, the topic of truth
discovery, whose goal is to estimate each worker’s reliability and
infer the underlying truths through weighted data aggregation, is
widely studied. Since truth discovery incorporates workers’ reliabil-
ity into the aggregation procedure, it shows robustness to the data
poisoning attacks, which are usually conducted by the malicious
workers who aim to degrade the effectiveness of the crowd sensing
systems through providing malicious sensory data. However, truth
discovery is not perfect in all cases. In this paper, we study how
to effectively conduct two types of data poisoning attacks, i.e., the
availability attack and the target attack, against a crowd sensing
system empowered with the truth discovery mechanism. We de-
velop an optimal attack framework in which the attacker can not
only maximize his attack utility but also disguise the introduced
malicious workers as normal ones such that they cannot be detected
easily. The desirable performance of the proposed framework is
verified through extensive experiments conducted on a real-world
crowd sensing system.
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1 INTRODUCTION

With the proliferation of increasingly capable human-carried mo-
bile devices (e.g., smartphones, smartwatches, and smartglasses)
equipped with a plethora of sensors (e.g., accelerometer, GPS,
camera, compass), crowd sensing has emerged as a new way of
collecting information from the physical world. In crowd sens-
ing applications, humans work as sensor carriers or even the
sensors, and the collection of sensory data is outsourced to a
large crowd of participating users (also called workers) carrying
sensing devices. Recently, a large variety of crowd sensing sys-
tems [11, 12, 17, 25, 27, 29, 40, 41, 44] have been developed and they
serve a wide spectrum of applications with significant societal and
economic impacts, including healthcare, urban and environment
monitoring, smart transportation, crowd wisdom, etc.

Although crowd sensing provides an effective way to obtain
useful information from the physical world, the sensory data col-
lected from participating workers are not always trustworthy. Due
to the openness of the crowd sensing systems, the malicious par-
ties can easily conduct malicious attacks. One important form of
attacks is called data poisoning, where an attacker tries to degrade
the effectiveness of the crowd sensing systems through creating
or recruiting a group of malicious workers and letting them sub-
mit malicious data. In this paper, we focus on two types of data
poisoning attacks: the availability attack and the target attack. In
the availability attack, the attacker tries to disturb the final results
as much as possible through manipulating the malicious workers’
sensory data. In the target attack, the attacker aims to skew the final
results to predetermined target values. Traditionally, when multiple
workers provide conflicting observations on the same object, the
final results are usually obtained using aggregation methods such
as majority voting. However, such traditional aggregation methods
are much vulnerable to these two types of attacks, as they treat
all the participating workers equally, including the malicious ones.
Recently, an advanced aggregation approach, truth discovery [21-
24, 33, 36, 37, 42], has been widely studied, as it can distinguish
workers with varying reliability degrees. The principle of truth dis-
covery is established by the following intuition: A worker will be
assigned a high weight if his data are close to the aggregated results,
and the data of a worker will be counted more in the aggregation
procedure if he has a high weight.
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If the attacker can create or recruit many malicious workers, the
attack goal is relatively easy to achieve, especially if the malicious
workers outnumber the normal workers. However, when the at-
tacker has limited resources, which is more often in real life, the
attack strategy becomes very important. Suppose the observations
from workers are categorical (e.g., the model and make of the car
that hit the old lady and ran), then one intuitive attack strategy is
to let all the malicious workers report the answer with the second
highest vote count (for the availability attack), or provide votes to
the target answer (for the target attack). This strategy may be the
optimal choice if the aggregation results are derived by majority
voting. However, the story is much more complicated if the truth
discovery approach is used for aggregation. Thanks to the ability
of distinguishing workers with different reliability degrees, the
truth discovery approach can easily detect the malicious workers,
since they always disagree with the majority even when there is no
chance to win, and therefore, assign low weights to the malicious
workers. Consequently, the impact of the malicious workers will
be greatly reduced, and the attack goal cannot be achieved.

Although truth discovery methods can tolerate the malicious
behaviors of the workers to some degree and effectively improve
the aggregation results, it is not perfect in all cases. In this paper, we
propose an optimal attack framework that can take down a sensing
system even with truth discovery empowered. Compared with the
aforementioned native attack strategy, the strategy derived from the
proposed optimal attack framework makes the malicious workers
behave “smarter”. They can successfully disguise themselves as
normal workers. If there is little hope to achieve the attack goal on
some objects, they will tend to agree with the normal workers on
those objects to gain higher weights, and in turn, can exert stronger
impact on other objects.

In our design, the optimal attack strategy is found by solving a bi-
level optimization problem where the objective is to maximize the
attack utility, in other words, the total number of the objects whose
true values are skewed. As the attack goal is either achieved or not
on one object, the attack utilities are discrete values, making it hard
to solve the optimization problem. To handle this challenge, we use
a continuous and differentiable sigmoid function to approximate the
discrete attack utilities. Then we derive the optimal attack strategy
by iteratively solving the upper-level and lower-level optimization
problems, where the former adopts the gradient ascent method and
the latter is solved by block coordinate decent method.

In summary, we make the following contributions in this paper:

e We propose an optimal data poisoning attack framework, based
on which the attacker can not only maximize his attack utility but
also successfully disguise the attack behaviors when attacking a
crowd sensing system employing the truth discovery mechanism.

e Two types of data poisoning attack goals, i.e., the availability at-
tack and the target attack, are taken into account in the proposed
optimal attack framework.

e We build a real-world crowd sensing system to evaluate the pro-
posed optimal attack framework. The results clearly demonstrate
the advantages of the proposed framework.

2 PROBLEM SETTING

In this section, we first introduce some concepts adopted in this
paper. Then, the problem setting is described.
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Figure 1: The crowd sensing system under attack

Definition 2.1. An object is an item or a phenomenon of interest,
such as a question and the congestion level of a road segment. Its
true information is defined as the ground truth.

Definition 2.2. An observation (or sensory data) is the data or in-
formation describing a particular object collected by a participating
worker. In this paper, we focus on categorical observation data, and
will leave the study on the data of other types as future work.

The crowd sensing system considered in this paper consists of
a cloud server and some participating workers. The cloud server
is a platform which holds some sensing tasks. In each sensing
task, usually there are multiple objects needed to be observed. The
participating workers are the mobile device users who carry out
the sensing tasks and provide their observations to the cloud server.
After collecting the observations from all the workers, the cloud
server needs to estimate the true information (i.e., truth) of each
object by conducting the truth discovery algorithm.

Suppose there is an attacker who aims to attack the crowd sens-
ing system empowered with the truth discovery algorithm. As
shown in Figure 1, the attacker cannot manipulate the observations
of the normal workers who carry out the sensing tasks without any
malicious behavior, but he can create or recruit a group of malicious
workers and conduct attacks by carefully designing their observa-
tions. When conducting the availability attack, the attacker wants to
maximize the error of the truth discovery algorithm running on the
crowd sensing system, and eventually render the discovered truths
useless. When conducting the target attack, the attacker aims to
skew the final estimated object truths calculated by the cloud server
to certain target values. In this paper, we assume that the attacker
has complete knowledge of the truth discovery algorithm and the
sensory data from normal workers. This assumption enables a ro-
bust assessment of the vulnerability of the crowd sensing system.
Additionally, it is entirely possible that the attacker can get the
normal workers’ data through eavesdropping the communications
between normal workers and the cloud server.

We formally define the problem addressed in this paper as: Sup-
pose the cloud server outsources a sensing task to a group of partic-
ipating workers. In this sensing task, there are M objects which are
observed by K normal workers. We use W = {wk}K:1 to denote

the weights (i.e., reliability degrees) of the normal workers. The
M,K

m, k=1’
which x,];l denotes the observation of the k-th normal worker for
the m-th object. The ground truth of each object is unknown by any

party in the crowd sensing system, and the cloud server needs to

sensory data of normal workers are denoted as X = {xfn} in
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calculate the estimated values X* = {x;‘n}%:1 of the ground truths
for all the objects. Assume that there are K’ malicious workers
that are created or recruited by the attacker in the crowd sensing
system, and their weights are denoted as W = {wy/ }f',:l We use

X = zF f,’njyzl to denote the observations of all the malicious

workers and X is the observation of the k’-th malicious worker
for the m-th object. Our goal in this paper is to find an optimal
attack strategy (i.e., an optimal X) such that the attack goal of the
attacker can be achieved as much as possible.

3 PRELIMINARY

In order to get an accurate final observation for each object in
the sensing task, it is important for the crowd sensing systems to
properly aggregate the collected observations. The traditional ag-
gregation method is majority voting, which treats the observations
made by the majority of workers as the final object truth. The draw-
back of majority voting is that it treats all the participating workers
equally. In practice, however, the information quality usually varies
among different participating workers. Ideally, a sophisticated ag-
gregation approach should be able to identify high-quality workers
and use them to improve the aggregated results. However, a crucial
challenge is that the workers’ quality is usually unknown a priori
in practice. To tackle this challenge, truth discovery [23] emerges
as a hot topic since it can automatically estimate worker quality
from the data in the form of worker weights.

Although different truth discovery approaches have been de-
signed for different scenarios, they share the same basic idea: A
worker ought to be assigned a high weight if his observations are
close to the aggregated results, and the observations of a worker
ought to be counted more in the aggregation procedure if he has a
high weight. In this paper, we consider the widely adopted truth dis-
covery method CRH [22, 24], in which an optimization framework
is proposed to minimize the weighted deviation from the workers’

observations to the estimated truths:
K
: ® _ k *
in fOCW) =D we ) dlig X
k=1 meOy

1

K
s.t. Z exp(-wg) =1,
k=1

where Oy is the set of objects observed by the k-th normal worker
(in this section, we assume that there are no malicious workers in
the crowd sensing system); d(-) is the loss function to measure the
distance between workers’ observations and the estimated truths.

In this paper, we consider the scenario where the sensory
data are categorical. That is, for each object, the worker would
choose an answer from one of the C candidate answers. We use
xfn =(0, ..., ¢1;’ s O)T to denote that the k-th worker selects the g-th

candidate answer for the m-th object. Then the distance between

the observation vector xfn and the estimated truth vector x;,, is
defined as:

C
(g x3) = Gl = x5) T Oy = x3) = D Oche = xme)s (@)
c=1

where x,’ﬁw and x};,. represent the c-th value in vector xfn and

vector x;,,, respectively.
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CRH aims to learn the the estimated values X* of the truths and
worker weights W together by optimizing the objective function
in Eqn. (1). In order to achieve the goal, block coordinate descent
approach [4] is adopted and the following two steps are iteratively
conducted until the convergence criterion is satisfied.

Step I: Truths Update. In this step, the workers’ weights W are
fixed, and the estimated object truths X* are updated according to:

k
yi o ZkeUn kX )
XkeUm Wk
where Uy, is the set of normal workers who observe the m-th
object.

Clearly, the estimated object truth x},, is a vector of contin-
uous values. It can be viewed as a probability vector in which
each element represents the probability of the corresponding can-
didate answer being true. For example, suppose x}, equals to
(0.1,0.7,0.1,0.1), then it implies that with 70% probability the sec-
ond candidate answer is the true answer for the m-th object, and
the probabilities of the others are all 10%. In this case, we assign
the final estimated truth as the candidate answer with the largest
value in vector x,.

Step II: Worker Weights Update. In this step, the estimated object
truths X™* are fixed, and the participating workers’ weights W are
updated according to:

S5 Simeo, Ak X)
Smeoy d(xp Xin)
where Oj is the set of objects observed by the I-th normal worker.

The pseudo code of the truth discovery procedure is summarized
as Algorithm 1.

©)

wi = log(

Algorithm 1: Truth Discovery framework
MK
m, k=1
Output: Estimated truths for M objects: {x, }M_,

Input: Observations from K workers: {xX }

1 Initialize the workers’ weights uniformly;

2 repeat

3 for each object m do

14 Update the estimated object truth x},, based on Eqn. (3);
5 end

6 for each worker k do

7 Update the k-th worker’s weight wy based on Eqn. (4);
8 end

9 until Convergence criterion is satisfied;

M

10 return The estimated object truths {x}, }»_;

4 OPTIMAL ATTACK FRAMEWORK

In this section, we present our optimal attack framework against
the crowd sensing systems with truth discovery empowered. We
first analyze the effect of malicious workers on the truth discovery
framework in section 4.1. Then two types of data poisoning attacks
(i.e., the availability attack and the target attack) are discussed in
section 4.2 and 4.3, respectively.

4.1 Truth Discovery with Malicious Workers

We use X* = {x, }M_. to denote the estimated object truths after
the data poisoning attack. After taking the malicious workers into
account, the truth discovery framework in Eqn.(1) becomes:
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K
_min_f(X*, W, W) = Zwk Z d(xk, 7))
XnLw.w k=1  meOy
K’ ’
DI D I (E )
K=l ey
K K’
s.t. Z exp(—wg) + Z exp(—wyr) = 1,
k=1 k’=1

where 5k’ is the set of the objects observed by the k’-th malicious

worker. Here we decompose the participating workers into normal
and malicious ones for the purpose of analyzing the effect of mali-
cious workers on the estimated object truths. However, note that
from the cloud server’s perspective, it is not aware of the attack
and cannot differentiate the two types of workers when conducting
truth discovery. Based on the block coordinate descent method
which is adopted in the original truth discovery framework, the
optimal solution {X*, W, W} can be calculated by iteratively con-
ducting the following two steps until the convergence criterion is
satisfied.

Step I: Truths Update. In this step, we first fix the weights of
normal and malicious workers (i.e., W and W) then update the
estimated object truths X+ according to

— ZkeUm kasz + Zkfefjm 1;k’)?fn,

7 = — , (6)
m YkeUm Wik + Zprety,, WK/

where Uy, is the set of malicious workers who observe the m-th
object. As described in section 3, X};, is a vector in which each
element represents the probability of the corresponding candidate
answer being true after the attack. The c-th element in this vector
is updated as

SkeUnm WkXKo + Yiredm, WXk
- YkeUpm Wk + Zprci, W' @

m m

where f’,il/c is the c-th value in vector J?lcn, .

Step II: Worker Weights Update. In this step, the estimated object

truths X* = {J?,“n}%zl are fixed. Then we update the weights of
normal and malicious workers (i.e., W and W) as

K I = K’ A
Z[:l Zme()l d(xm’ xfn) + lezl Zmeay d(xm’ x;;z)

Zmeok d(xrlgl’ E;kn)

=%

mc

) ©®

wy = log(

211 Zmeoy A0t T + S5y 2 e, A %)
ST ) ©)
mEOk/ m> m

Wkl = log(

where Oy is the set of objects observed by the I’-th malicious
worker.
From the above equations, we can see the estimated object truths

X* = {ﬁl}%:l are only dependent on the observations of malicious
s Y _ =k \MK'
workers (ie., X = {x}, m. k=1
given. In this way, the attacker can attack truth discovery algorithm
by elaborately designing the observations of malicious workers.

) once the data of normal workers are

4.2 Availability Attack

In the availability attack, the attacker aims to maximize the er-
ror of the crowd sensing systems where the observations from
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multiple workers are aggregated by the truth discovery algorithm,
and eventually render them useless. In other words, the attacker
tries to make the deviation between the outputs of truth discovery
(Algorithm 1) before and after the availability attack as much as
possible. More specifically, if the final truth discovery result on an
object is changed after the attack, it means that the attack on this
object succeeds. Otherwise, the attack on this object fails. In this
section we discuss how to find the optimal attack strategy from
the perspective of the attacker so that the attack can succeed on as
many objects as possible.

Given the number of malicious workers created or recruited by
the attacker and the objects they can observe, the attacker needs
to find the optimal assignments for each malicious worker’s ob-
servations to conduct the availability attack. Let’s denote the final
estimated answers for the m-th object before and after the attack

f f

asx,) and X,) respectively. We can formulate the goal of the avail-
ability attack into an optimization problem as follows:

M
max Z 1(5?:,{ # xf,{) (10)
X m=1
s.t. {i*f, w, W} = argmin f()?*f, w, W)
xf,w,w
K K’
s.t. Z exp(—wg) + Z exp(—wyr) =1,
k=1 k=1

where X*/ = {J?:;{}%zl are the final estimated answers after the
attack and 1(-) is the indicator function. In this optimization prob-
lem, the truth discovery framework Eqn.(5) becomes a constraint.
This is a bi-level optimization problem [2]. The optimization over

malicious observations X is the upper-level problem, and the opti-

f

mization over {X*/, W, W} given X is the lower-level problem. x,2
is the final aggregation result (calculated based on normal workers’
data) before the attack, and it is a constant once the normal workers’

f

sensory data are given. Xy depends on the attack strategy (i.e., X)
and can be different as the attack strategy varies.

For each object, the malicious workers need to pick one candidate
answer. An intuitive attack strategy is to choose the answer with
the second highest probability to be true. The reason is simple,
this answer has the most chance to win over the answer with the
highest probability. However, this attack strategy may not be the
optimal choice under truth discovery mechanism. Let’s consider
the following example: If the margin between the answers with
the highest and the second highest probability is too large for an
object (e.g., 100 votes V.S. 2 votes), it is impossible for the limited
number of malicious workers to change the aggregation result on
this object. Moreover, since the malicious workers always disagree
with the majority, the truth discovery algorithm can detect them
easily and assign them with low weights. Consequently, the impact
of the malicious workers on other objects also decreases, and thus
may fail on all objects. To address this challenge, we take the truth
discovery framework as a constraint in our designed optimization
problem (10). Then the weights of malicious workers will be taken
into account during the procedure of finding the optimal attack
strategy. As a result, we may find a better attack strategy compared
with the intuitive one. The optimal attack may sacrifice on some of
the objects where there is little chance to succeed, and agree with
the majority workers on those objects. The benefit of doing so is
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that the truth discovery algorithm may consider them as normal
workers or even good workers and increase their weights, and
eventually increase their impact on other objects.

Since the answer with the second highest probability has the
most chance to win over the answer with the highest probability,
we only consider the change on these two answers. We reformulate
problem (10) as

M
max ) (1 S0l ~ Xe) - iy =T} (0
m=1
st. {X*,W, W} = argmin f(X*, W, W)
X5 W, W

K K'
D exp(-we) + ) expl-e) = 1
k=1 k=1

(Zhcho moc, e {01} (12)

where ¢; and ¢ indicate the answers with the highest and the
second highest element in the probability vector (i.e., x},,) output by
the truth discovery algorithm before the attack. Constraint (12) is
used to limit each element Eﬁc to 0 or 1. This optimization problem
reflects the following idea: After the attack, if the answer with the
second highest probability does not win over the answer with the
highest probability, the attack fails on this object. Consequently,
there is no gain in the objective value.
In the objective function (11), (x},¢, =X, ) < 0 when the normal
workers’ data are given. Then we can know:

1 if Xme, < Xpc,
= = — —
5811[(?(;1.:2 - x:ncl} . (x:ncz - x;nc, N= 0 if Xme; = Xme,
-1 if Xpne, > Xpnc, -

(13)
However, Eqn. (13) is not continuous, and this makes it difficult to
solve the above optimization problem. A potential way to address
this challenge is to approximate the objective function (11) by a
continuous and differentiable function. Considering that function
uy(x) = %(1 — sgnx) can be well approximated by function uy(x) =
1-— m when 6 (i.e., the steepness of the curve) is set to an
appropriate value, we approximate the objective function (11) by
the following objective function:

1
mex ) T e~ @l

mcy Nx mez

Zmerfl -
— )]} in the objective function (14)
mcl

From the perspective of the attacker,

1
1+exp|—0(X ey — X ey W Xine,
can be treated as his utility, and he needs to find an appropriate
attack strategy such that the utility can be maximized.

When solving the above optimization problem, we still have
another challenge, i.e., the value of each element (ie., fﬁc} in X
is categorical, which makes it difficult to solve the upper-level
problem. Here we treat each observation of malicious workers (ie.,
fnk; ) as a probability vector and relax the value of Eﬁ;a to the range
(0, 1). In this way, we can solve the optimization problem according
to the gradient-based methods. Please note that the summation of
all the elements in vector Eﬁ; should be 1, and the candidate answer
with the largest value in this vector will be submitted to the cloud
server. Then the following optimization problem needs to be solved
in order to maximize the attacker’s utility.
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M
- 1
X)= — = =
max 900 = 2 1~ 5 a0t —xme e Tl

+512 D Zlogxmc+§zz D Zlog(l— x50

lmEOk: = lmEOk: c=1
(15)
st. {X*,W,W}= argmin fX*, W, W) (16)

X‘WW

-
Z exp(—w) + ) exp(—s) = 1
k'=1

k=1

’

=1, k=1..,Kandm=1,...,M. (17)

k
mc

[l

I
-

C:

The objective function g()? ) contains three terms: The first term is
the utility of the attacker. The second and the third terms work as
the barriers to limit the sensory data of malicious workers to the
range (0, 1). Parameters §; and &, are used to adjust the trade-off
between these three terms. Here we use the barriers instead of

K',M,C

constraint {xmc} K.m € (0,1) in the optimization problem to

reduce the computation complexity. The optimal solution of the
above problem is very close to that of the original optimization
problem when parameters §; and &, are small, and 8 is large. Con-
straint (17) can guarantee the summation of the elements in the
probability vector (ie., Eﬁ;) equals to 1.

Next, we discuss how to solve this optimization problem. Inspired
by the dual ascent method [6], we first get the Lagrangian form of
the upper-level problem:

1
1+ exp[_g(x:ncz - x;ncl)(f;mz - f‘mcl )]

+5lz D Zlogxmc+522 D Zlog(l x50

_ M
Ly(X, ¥) = Z - }

K'=1me0y. © =1 meQyr =
N z DR (9
=1 me O.l:’
where ¥ = {gf/m m "i—; are the Lagrangian multipliers. The

solution we adopted here is a two-phase iterative procedure:
Phase I I_n this phase, we first fix the Lagrange multipliers

= {gf/m k’ » which are calculated in the previous iteration.

Then we solve the following optimization problem:

max Li(X, ¥)
X

s.t. {X W, W}= argmin f(X W, W)
Xt W, W (19)

Zexp( wi)+ Zexp( W) =1,

k=1

The method used to solve optimization problem (19) is also a
two-step iterative procedure. Here we call this procedure the inner
iterative procedure in order to differentiate it from the two-phase
iterative procedure mentioned above. The two steps of the inner
iterative procedure are summarized as follows:
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Step @: We fix the malicious workers’ observations X, which are
calculated in the previous iteration of the inner iterative procedure.
Then we solve the lower-level problem to get the optimal solu-
tion {)? * W, W), which is the truth discovery problem discussed in
section 4.1.

Step @: We adopt the gradient ascent method to solve the upper-
level problem. More specifically, in iteration r of the inner iterative
and fﬁ;c in vector xk,

procedure, xX, are updated as

mcy

gD k()

Xme — Xm ﬂ,lr - Vkt L1()1(, ¥), ce{c,c2} (20)

where & is the step size in iteration r of the inner iterative proce-
dure. For gradient V L Ll()? ,'P), it is calculated as

exp(Bdid)0dy Xy,
[1+exp(Pdidz)]? 9%k,

vyLI(XT)—Z{ }

‘Z{ exp(8d; dy)0d; _3f?nfcz} (1)
[1+exp(8didr)? gk,

51 &,
K 1_z¢ m>»
xmc 1 mc
* * — — 6f:ﬂ’cl
whered; = Xmte, " Xmte, and dz = Xoves ™ Xmre, Here %%, and
%y,
—— are calculated based on Eqn. (7):
X e
axr, /% _ m=m andec=c
Tk = { ZkeUm Wkt L eOm MK E)
X 0 others.
ox;, Wt — m=m'andc=c
n;’.:z = { TkeUm Wk LpreD, W L @)
Xy, 0 others.

The reason why we only update f,.,k;cl and f’,ﬁ,’,:z is that only the
two answers (i.e., ¢; and c;) with the highest and second highest
probability in vector x};,, are considered when we assign the ob-
servations for the malicious workers. The malicious workers who
observe the m-th object should select one of the answers (i.e., ¢; or
cz) as his observation for this object in order to achieve the attack
goal.

Step @ and step @ in the inner iterative procedure will be con-
ducted until the convergence criterion is satisfied. Here the conver—
gence criterion is that all the gradients {V—-y Li(X, ‘P)}
less than a threshold.

Phase II: We adopt the grad.ient descent method to update the
Lagrangian multipliers ¥ = {y"/m }J::i(, based on X calculated in
phase . More specifically, in iteration ¢, y"/m is updated as

af (Z Epme = 1. (24)

mk’ are

u,/k’(tﬂ) k ) _
m

where a? is the step size in iteration t.
The above two phases will be iteratively conducted until the

Lagrangian multipliers {y"/,}f; }ﬂ’flc(":l converge. We can get malicious
(=~ }m r—y- Then the k’-th

malicious worker selects the candidate answer with the largest
value in vector x as the final observation of the m-th object, and

workers’ observation vectors X =
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submit it to the cloud server. The procedure is summarized as

Algorithm 2.

Algorithm 2: Optimizing X for the availability attack

Input: The number of objects: M; the number of normal workers: K;
the normal workers’ observations: X; the number of malicious
workers: K'; the objects observed by the malicious workers:
(O }f”:l

Output: The optimal attack strategy Xopr

1 Initialize the malicious workers’ observations X and the Lagrange

multipliers ¥;
2 Xopt < 0;
s while ¥ = {yX }m /- does not converge do
4 while the gradients d'o not satisfy the convergence criterion do
5 Calculate the optimal solution {)? * W, IT’} based on
Eqn.(7), Eqn.(8) and Eqn.(9);
6 Update X based on Eqn.(20);
7 end
8 Update ¥ based on Eqn.(24);
9 end
10 for each XX e X do
1 fﬁ,’(ﬂp ) ¢ the candidate answer with the largest value in
vector XX ;

12 Xopg — Xgpg W] {xk (opt)}

13 end
14 return The optimal attack strategy X’Dp £

4.3 Target Attack

In the target attack, the attacker tries to skew the estimated truths
of some objects (called the target objects) to certain target answers
through poisoning the sensory data. The target answers are usually
predetermined by the attacker. When conducting the target attack,
if the final truth discovery result on a target object is changed to
the target answer after the attack, it means that the attack on this
object succeeds. Otherwise, the attack on this object fails.

Given the limited capability of the attacker, in this section we
discuss how to find the optimal attack strategy so that the attack
can succeed on as many target objects as possible. Suppose that the
attacker wants to attack M (M < M) objects among all the objects
observed by the normal workers. The target answer and the final
estimated answer for the m-th target object after the attack are
denoted as f%f and ﬂn{ respectively. We can formulate the goal of
the target attack into an optimization problem as follows:

M
=*f _ —=f
m)%xﬁzzl I(Jv(ﬁ = xﬁ) (25)

st. (X7, w,W}= argmin f(X¥, W, W)
xf ww

.
Z exp(—wi) + ) exp(—Wer) = 1,
k'=1

k=1
where X*/ = = {xnq }M 1 are the final estimated object answers
after the attack and {Jcﬁ }%le e x*.
When conducting the target attack, the malicious workers need

to pick one candidate answer for each target object. An intuitive at-
tack strategy is to choose the target answer. However, this strategy
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may not be the optimal choice under truth discovery framework.
The reason is similar to that in the availability attack. The weights
of malicious workers can be greatly decreased since they would
disagree with the majority of the normal workers. A better strategy
may sacrifice on some of the target objects where it is unlikely to
skew the estimated truths, so that the weights of malicious workers
can be increased, and eventually their impact on other objects can
be improved. Here we assume that each malicious worker only
observes the target objects. Since we only consider the change
between the target answers and the answers with the highest prob-
ability values in the estimated truth vectors before the attack, we
reformulate problem (25) as

{1 sgl (6, — ¥ore) Gy ~ T} (29)

e
LI | =

max
X

{X*, W, W} = argmin f(X*, W, W)
X’WW

I
-

.
Zexp(—wm D exp(—we) = 1
k=1 k'=1

(e
where X* is the set of probability vectors output by truth discov-
ery algorithm. In the objective function (26), ¢ and ¢y represent
the target answer and the answer with the highest value in the
probability vector calculated before the attack. This optimization
problem reflects the idea that if the object truth does not switch
from the answer with the highest probability value to the target
answer after the attack, the attack fails on this target object.

Similar to the availability attack, in order to solve this optimiza-
tion problem, we approximate the objective function (26) by:

e {0,1},

M 1
X _Z: T 1+exp[- 9(x_ —-x* )(xr —-x* )]}’

mer’ Y mey meT

(27)

where 6 denotes the steepness of the curve. Then we can formulate
the following optimization problem to achieve the attacker’s goal.

M
N 1
I]l)_?}( k(X)=_Z {1_ 1+exp[—9(x’_ _x‘ﬁcr}(xﬁcl - mcr}]}
w658 Suey 6 5 5 Suno gty
=17m=1c=1 =im=1c=
st. {X*, W, W} = argmin f(X*, W, W)
X“ WW

.
Z exp(—wi) + ) exp(—Wer) = 1
k=1

k=1

c
Zfﬁ =1, wherek' =1, ... K andm=1, ..., M.

Similar to the optimization problem formulated in the availabil-
ity attack, this problem is a bi-level optimization problem and the
objective function h(X) contains three terms: The first term repre-
sents the utility of the attacker. The second and the third terms are
the barriers used to limit each element in the malicious workers’
observation vectors to the range (0, 1). The solution for this opti-
mization problem is also a two-phase iterative procedure which is

similar to that for the availability attack.
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5 EXPERIMENTS ON THE CROWD WISDOM
SYSTEM

We build a crowd wisdom system to evaluate the performance of
the proposed attack framework. In this system, the cloud server
publishes some multi-choice trivia questions using the Android App
we developed, and the workers can view and submit their answers
using the App. After receiving the answers from the workers, the
cloud server applies the truth discovery approach (i.e., the CRH
framework) to infer the true answer for each question. The attack
occurs after the data of the normal workers are submitted to the
cloud server but before the truth discovery procedure starts. In
our experiment, 30 smartphone users are employed as the normal
workers and 19 questions are used as the objects. Each question
has 4 candidate answers and the users can only choose one answer
for each question. The participants are not required to answer all
questions. Instead, they can choose any questions as they will.

5.1 Availability Attack

In the availability attack, the attacker tries to maximally disturb
the truth discovery results. In this experiment, a fixed number of
malicious workers can be created, and each of them can observe
a randomly selected subset of objects. We compare the proposed
availability attack framework with the following attack strategy.

Baseline. The attacker first runs the truth discovery algorithm
(CRH) on the observations provided by the normal workers. Then
the attacker sets each malicious worker’s observation on a given
object as the candidate answer which has the second highest prob-
ability value based on the truth discovery result on this object. For
example, for one question, CRH outputs the aggregation result as
(0.6,0.1,0.2,0.1). Then the malicious workers who are assigned to
this question will provide observations as (0, 0, 1, 0). This baseline
method is intuitive since this candidate answer is more likely to
win over the estimated object truth before the attack than other
candidate answers. In fact, it is the optimal attack strategy if the
aggregation method is voting (that is, for each object, the candidate
answer which has the highest vote counts is the aggregation result).

For the proposed attack framework, the optimal observations for
each malicious worker are calculated according to Algorithm 2. We
set @ = 100 and initialize the observations of malicious workers on
an object as the truth discovery results from the normal workers’
observations on that object. In order to evaluate the performance of
the availability attack strategies, we adopt two metrics: the utility
defined in Eqn. (14), and the change rate. For the latter, it is defined as
the percentage of the objects which has different final aggregation
results before and after the attack. It is equivalent to the utility
defined in Eqgn. (10). All the experiments are conducted 20 times
and we report the average results.

5.1.1 The Effect of the Percentage of Malicious Workers. Here
we assume that each malicious worker can observe 10 randomly
selected objects. Then we vary the percentage of malicious workers
from 0.03 to 0.3 and calculate the attacker’s utility and the change
rate. The results are shown in Figure 2, from which we can see that
the proposed optimal attack framework outperforms the baseline
method in all cases. This figure also shows that the advantage of
the proposed attack framework is marginal when the percentage of
malicious workers is 0.03. This is because the number of malicious
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workers in this case is too small, and it is hard to change the aggre-
gation results much. However, the advantage of the proposed attack
framework becomes bigger when the percentage of malicious work-
ers gradually increases. To change the aggregation results on 20%
of the objects, the proposed attack framework only needs less than
12% of malicious workers whereas the baseline method needs about
21% of malicious workers. For the proposed attack framework, the
increment of change rate slows down after the malicious workers
occupy 15% of the total workers, but the utility keeps increasing
steadily. The reason is that the change of an estimated object truth
is either 0 (not changed) or 1 (changed), while the utility is a con-
tinuous value. For example, the estimated object truth vector that
changes from (0.7,0.2,0.1, 0) to (0.5, 0.4,0.1,0) does not increase
the change rate, but increases the utility.

5.0
4.5 | |©-Optimal attack 0.25
;.0 ¥ Baseline ‘."E 020
235 £
% 3.0 =;::,,0.15
=25 £010
2.0 © 0.05 “©-Optimal attack
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1.0 0

0.0
006 012 018 024 03 0.06 012 018 024 03
Percentage of malicious workers Percentage of malicious workers

Figure 2: Utility and Change rate w.r.t. the percentage of ma-
licious workers for availability attack.

5.1.2  The Effect of the Number of the Observed Objects. With
the fixed number of malicious workers, if one malicious worker
can observe more objects, he can make impact to more objects, and
thus achieve higher impact to the overall sensing system. In this
experiment, we examine the effect of the number of the objects
a malicious worker can observe. Here we fix the percentage of
malicious workers to be 10%. Then we vary the number of objects
that each malicious worker can observe from 2 to 18. The results are
reported in Figure 3. The results clearly demonstrate the advantage
of the proposed attack framework over the baseline method. With
the increment of the observed objects, the malicious workers exert
more and more impact on the sensing system, and the advantage
of the proposed attack framework over the baseline method also
increases. Figure 3 shows that to achieve 20% change rate, the
malicious workers of the proposed attack framework only need to
observe on 10 objects, while the malicious workers of the baseline
method needs to observe on 18 objects.

4.0 0.30

“©-Optimal attack
0.25
0.2
230 £020
= 800.15
= )
525 Zou0
2.0 0.05
1.5 0.00

2 4 6 8 10 12 14 16 18 2 4 6 8 10 12 14 16 18
Number of objects

Number of objects
Figure 3: Utility and Change rate w.r.t. the number of the
objects which are observed by each malicious worker
5.1.3  Comparison on Weights of the Malicious Workers. The rea-
son that the proposed attack framework outperforms the baseline
method lies in the fact that the effect of worker reliability estima-
tion in the truth discovery algorithm is considered. The proposed
attack framework will let the malicious worker “fake” like a nor-
mal worker or even a good worker on some objects to enhance its
weight. Whereas for the baseline method, the malicious workers
always disagree with the majority of the normal workers, and thus
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the suspicious behavior may be detected by the truth discovery
algorithm and cause the decrease in the weights.

In this experiment, we examine the weight distributions for
both the normal workers and the malicious workers. We choose
the following two settings: the percentage of malicious workers is
set as 0.15 (i.e., 6 malicious workers), and we let them observe 5
objects and 15 objects respectively. In Figure 4, we plot the weights
for all workers after the proposed attack framework attacks the
sensing system, and the weights for all workers after the baseline
method attacks the sensing system for the aforementioned two
scenarios. From Figures 4a and 4c, we can see that the malicious
workers from the proposed attack framework all have high weights
comparing with the normal workers. This means that the malicious
workers successfully blend into the normal workers. Therefore, it
is hard for the truth discovery algorithm to detect the attack. In
contrast, the malicious workers from the baseline method all have
very low weights comparing with the normal workers, as shown in
Figures 4b and 4d. The two figures confirm our expectations that
the truth discovery algorithm finds these malicious workers since
they behave differently from the normal workers. The low worker
weights not only limit the impact of the malicious workers, but also
make them vulnerable to straightforward defense mechanism.
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(b) Baseline method

(a) Optimal attack strategy
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Figure 4: The weight of each worker for availability at-
tack. (a) and (b) show the worker weights when each mali-
cious worker observe 5 objects. (c) and (d) show the worker
weights when each malicious worker observe 15 objects.

5.2 Target Attack

In the target attack, the attacker tries to skew the truth discovery
results to the target values on certain objects. To make the problem
more interesting, we assume that the target values are not the same
as the values that have the highest probabilities derived by the truth
discovery algorithm before attack; and to make the target attack
different from the availability attack, we further assume that not all
the target values are the same as the values with the second highest
probabilities. We compare the proposed target attack framework
with the following attack strategy.

Baseline. For the target objects, the attacker sets the malicious
workers’ observations as the target choices.
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For the proposed attack framework, we set 8 = 100 and initialize
the observations of malicious workers on an object as the truth
discovery results from the normal workers on that object. In order
to evaluate the performance of the target attack strategies, we adopt
two metrics: the utility defined in Eqn. (27), and the change rate. For
the latter, it is defined as the number of objects that are successfully
changed to the target value divided by the total number of target
objects. It is equivalent to the utility defined in Eqn. (25).

5.2.1 The Effect of the Percentage of Malicious Workers and the
Number of the Target Objects. In this experiment, we examine how
the percentage of malicious workers and the number of the target
objects affect the attack results. We vary the percentage of malicious
workers from 0.03 to 0.27 with 10 and 15 target objects. The results
are plotted in Figure 5. We can still observe that the proposed
attack framework outperforms the baseline method in all cases.
The proposed attack framework can usually use one or two fewer
malicious workers to achieve the same change rate comparing with
the baseline method. The effect of the percentage of malicious
workers in the target attack is similar to that of in the availability
attack: the more malicious workers, the higher the utility and the
change rate. Increasing the number of the target objects, however,
makes the attack goal harder to achieve. This is because that under
our problem settings, the target attack is significantly more difficult
than the availability attack, since the target values may be supported
by much fewer normal workers. Therefore, when there are more
target objects, the attacker needs to add more malicious workers to
achieve the same change rate.
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Figure 5: Utility and Change rate w.r.t. the percentage of
malicious workers for target attack. (a) and (b) show the re-
sults when 10 objects are attacked. (c) and (d) show the re-
sults when 15 objects are attacked.

5.2.2  Comparison on Weights of the Malicious Workers. Next,
we explore the worker weight distributions in the target attack. The
following two settings are compared: the percentage of malicious
workers is set as 0.15 (i.e., 6 malicious workers), and we let the
number of target objects to be 10 and 15 respectively. In Figure 6, we
plot the weights for all workers after the proposed attack framework
attacks the sensing system, and the weights for all workers after
the baseline method attacks the sensing system. From Figures 6a
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and 6c, we can see that the weights of the malicious workers from
the proposed attack framework are similar to the weights of the
normal workers, so they again successfully blend into the normal
workers. The reason is that for some target objects where the target
values are too hard to achieve, the malicious workers may disguise
their purpose by agreeing with the normal workers. In contrast,
the malicious workers from the baseline method all have very low
weights (Figures 6b and 6d), as they always choose the choices
that are not supported by the normal workers. The results suggest
that the malicious workers from the baseline method are more
vulnerable to straightforward defense mechanisms.
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Figure 6: The weight of each worker for target attack. (a) and
(b) show the results when 10 objects are attacked. (c) and (d)
show the results when 15 objects are attacked.

6 RELATED WORK

As an advanced approach to discover truthful information from
unreliable data, truth discovery has recently drawn much more
attention [21-24, 33, 36, 37, 42]. Compared with the traditional
data aggregation methods (e.g., majority voting) in crowd sensing
systems, truth discovery can provide more reliable aggregation
results by inferring the workers’ reliability based on the data from
all workers. Although different truth discovery schemes have been
developed to tackle different scenarios, these schemes do not take
data poisoning attacks into consideration.

The data poisoning attacks, also known as false data injection
attacks, have recently been widely studied in crowd sensing and
crowd sourcing applications [7-10, 15, 16, 20, 30, 31, 34, 35, 38, 45].
The data poisoning attacks and related defense schemes are also
studied in the applications other than crowd sensing and crowd
sourcing, such as Internet of Things [14, 32, 43], electric power
grids [26] and network coding [18]. Besides, there also has been
prior research exploring the data poisoning attacks on machine
learning algorithms [1, 3, 5, 13, 19, 39]. However, these previous
works do not investigate how to effectively attack the crowd sensing
systems empowered with truth discovery mechanism, which could
tolerate the malicious workers to some degree and is hard to be at-
tacked. Although a similar attack framework is proposed for crowd
sourcing scenarios in [28], the attacked algorithm discussed in this
work is different from the truth discovery algorithm we considered
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in this paper. Additionally, the work in [28] mainly focuses on the
availability attack and assume that the crowdsourcing answers are
binary. However, in this paper we investigate a more general case
where the attacker can conduct both the availability attack and the
target attack, and the sensory data can be multi-class.

7 CONCLUSIONS

In this paper, we study two types of data poisoning attacks, i.e., the
availability attack and the target attack, against a crowd sensing
system empowered with the truth discovery mechanism. We first
analyze the pitfalls when attacking such a crowd sensing system
and then design an optimal attack framework to derive the (ap-
proximately) optimal attack strategy. Through manipulating the
malicious workers’ sensory data based on the derived attack strat-
egy, the attacker can not only maximize his attack utility but also
successfully disguise the attack behaviors. The proposed optimal
attack framework is tested on a real-world crowd sensing system.
The experimental results demonstrate that compared with the na-
tive baseline schemes, the proposed attack framework can achieve
higher attack utility and at the same time, let the malicious workers
gain higher reliability degrees such that they cannot be detected
easily.
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